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INTRODUCTION

- Context: studies of disease processes (occurrence, progression, treatment ...)
  - Limited budgets for expensive measurements.
  - Studies of rare outcomes based on random samples are not cost-effective because the proportion of persons experiencing the outcome is small; outcome-dependent sample selection is therefore often used.

- Two-phase study designs: in phase 1 observe certain data on \( N \) individuals; in phase 2 get additional data on a subset of \( n \) individuals. Sample selection for phase 2 may depend on the phase 1 data.

- Common situation: outcomes \( Y \) and covariates \( Z \) are observed in phase 1. Additional covariates \( X \) are measured on phase 2 individuals.

  - e.g. Case-control studies: \( Y \) indicates presence or absence of some condition: in phase 2 we randomly select \( n_1 \) persons with the condition ("cases", \( Y = 1 \)) and \( n_0 \) persons without the condition ("controls", \( Y = 0 \)) and measure exposure or risk factors \( X \).

• **Survival Time Outcomes:** $T =$ time to some event (e.g. cancer occurrence or recurrence); censoring - by a given time, only some persons will have experienced the event.

• Basic setup: phase 1 cohort of $N$ individuals followed over time. At some point in time let $C_i$ denote the length of followup for individual $i$, $Y_i = \min(T_i, C_i)$ and let $\Delta_i = I(T_i \leq C_i)$. Covariates $Z_i$ are also known.

Select a phase 2 sample of size $n$ and measure $X_i$ for those persons. Let $R_i = I(\text{person } i \text{ is selected})$; the study design specifies the sampling probabilities $\pi_i = P(R_i = 1|Y_i, \Delta_i, Z_i)$.

• Includes case-cohort, nested case-control and other formats (e.g. Borgan and Samuelsen 2014). More generally, see the following graphic.
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Examples

• Breslow et al. (2009): Atherosclerosis Risk in Communities (ARIC) study. Phase 1 - data on standard risk factors for coronary heart disease (CHD) and CHD outcomes for a cohort of about 16,000 individuals. A phase 2 sample consisted of 10-15 percent of the cohort, and candidate gene and biomarker data were obtained on each individual. Outcomes of interest are specific CHD events (e.g. stroke, heart attack).

• Sub-studies based on the Ontario Health Study (phase 1 data). For a study on cancer and heart disease (phase 2 data) select a sample consisting of 500 persons who have experienced a stroke or MI, 500 who have experienced cancer, and 1000 who have experienced neither. Sampling can be stratified by age or other known factors. Perform genotyping and RNA expression measurement on the phase 2 individuals. (D. Soave, P. Awadalla, OICR)
DESIGN AND ANALYSIS OF TWO-PHASE STUDIES

• At phase 1 suppose we have a response $Y$ and covariate vector $Z$ for each of $N$ individuals. A sample of $n$ individuals is selected for phase 2; for them we observe additional covariates $X$.

  - The objective is to fit regression models $f(y|x, z)$, conduct tests etc.
  - Other settings can also be considered (e.g. surrogate responses at phase 1).

• Stratified sampling: partition $(Y, Z)$ into strata $S_1, \ldots, S_K$. Simple random samples of $n_j$ individuals from $S_j$ are selected for phase 2.

• Stratified case-cohort designs: sampling is based on $(\Delta_i, Z_i)$. When events are rare, we often take $\pi_i = P(R_i = 1|\Delta_i = 1, Z_i) = 1$ for cases.
Illustration (Breslow et al. 2009)

- **Phase 1 cohort** of 12,345 persons with data on age, sex, ethnicity and whether a person has had a CHD event; \( T = \) age at 1st CHD event.

- Base 8 covariate strata on: Age \(< 55, \geq 55\); Sex = Male, Female; Race = Black, White.

- Nine strata used for **phase 2 sample selection** (\( N_j = \) phase 1 stratum size):
  - CHD = No (\( \Delta = 0 \)): Covariate strata 1-8
  - CHD = Yes (\( \Delta = 1 \)): Stratum 9
  - \( N_1 \ldots N_8 \) range from 393 to 2782
  - \( N_9 = 730 \)

- Phase 2 oversampled older ages, males and blacks plus persons with CHD. **Phase 2 selection probabilities** for strata 1, 2, ..., 9 were
  - .052-(F,B,A\(< 55\)), .075-(F,B,A\( \geq 55\)), .070-(M,B,A\(< 55\)), .181-(M,B,A\( \geq 55\))
  - .032-(F,W,A\(< 55\)), .070-(F,W,A\( \geq 55\)), .060-(M,W,A\(< 55\)), .081-(M,W,A\( \geq 55\))

for non-CHD (\( \Delta = 0 \)) strata 1, ..., 8 and .827 for CHD (\( \Delta = 1 \)) stratum 9.
Analysis: Notation, Assumptions and Models

• Use only phase 2 data or use phase 1 data also?

• Data \((Y_i, \Delta_i, X_i, Z_i), i = 1, \ldots, N\) for the phase 1 cohort are assumed iid, based on distribution \(f(t|x, z)r(c|x, z)g(x, z)\) for \((T, C, X, Z)\).

• \((Y_i, \Delta_i, Z_i)\) are observed in phase 1; \(X_i\) is observed only for individuals selected for the phase 2 sample \(V\).

• Let \(R_i = I(i \in V), R = (R_1, \ldots, R_N), Y = (Y_1, \ldots, Y_N)\) etc. We assume that

\[
P(R|Y, \Delta, X, Z) = P(R|Y, \Delta, Z). \quad [X \text{ is missing at random (MAR)}]
\]

• The study design specifies selection probabilities \(\pi_i = P(R_i = 1|Y, \Delta, Z)\).

• Parameterize the target model as \(f(y|x, z; \theta)\); our focus is on inference for \(\theta\). However, \(g(x, z)\) and the \(\pi_i\) are important for design, and for some analysis methods.
• Approaches to analysis include likelihood and weighted estimating function methods. Most weighted estimation methods use only data on persons in the phase 2 sample $V$. To make this valid, the contributions from each person $i \in V$ are given weights $\pi_i^{-1}$.

• For the semiparametric Cox model, weights are applied to the partial likelihood; see e.g. Samuelsen et al. (2007) and Kulathinal et al. (2007). Cox model software will handle estimation.

• Maximum likelihood (ML) uses all data and is most efficient. It handles studies where some persons have $\pi_i = 0$; weighted estimation does not do this.

• The price for ML is that a model for the distribution of covariates $X, Z$ is needed and thus there is more dependence on assumptions. In addition, software does not handle common models at present.
ASIDE: MAXIMUM LIKELIHOOD

• Let

\[ f_1(t|z; \theta, \delta) = \int f(t|x, z; \theta) dG(x|z; \delta) \]

• The following likelihood function for \((\theta, \delta)\) holds for a wide range of two-phase sampling schemes:

\[
L(\theta, \delta) = \prod_{R_i=1} f(y_i|x_i, z_i; \theta)^{\Delta_i} S(y_i|x_i, z_i; \theta)^{1-\Delta_i} g(x_i|z_i; \delta) \\
\times \prod_{R_i=0} f_1(y_i|z_i; \theta, \delta)^{\Delta_i} S_1(y_i|z_i; \theta, \delta)^{1-\Delta_i},
\]

(1)

where \(S\) and \(S_1\) are the survivor functions corresponding to \(f\) and \(f_1\). See for example Zhao et al. (2009), Zeng and Lin (2014). Note that the likelihood contributions are the standard censored data likelihood expressions.

• Note that this does not involve selection probabilities \(\pi_i\).
ASIDE: WEIGHTED ESTIMATING FUNCTIONS

- Weighted estimating functions

\[ U_W(\theta) = \sum_{i=1}^{N} \frac{R_i}{\pi(Y_i, \Delta_i, Z_i)} \frac{\partial \log L(\theta; Y_i, \Delta_i, X_i, Z_i)}{\partial \theta} \]  

(2)

where \( L(\theta; Y_i, \Delta_i, X_i, Z_i) \) is the censored data likelihood for \( i \in V \).

- Improve by estimating \( \pi(Y, \Delta, Z) \) or augmentation (AIPW: include \( i \in \bar{V} \)).

- Cox PH Models: Weighted Pseudo Likelihood

For models with hazard function \( \lambda(t|x, z) = \lambda_0(t) \exp(\beta'x + \gamma'z) \), maximize

\[
PL_W(\theta) = \prod_{i \in V} \left\{ \frac{\exp(\beta'x_i + \gamma'z_i)}{\sum_{\ell=1}^{N} Y_{\ell}(t_i) \frac{R_\ell}{\pi_\ell} \exp(\beta'x_\ell + \gamma'z_\ell)} \right\}^{\Delta_i R_i / \pi_i},
\]

(3)

where \( Y_\ell(t) = I(Y_\ell \geq t) = I(T_\ell \geq t, C_\ell \geq t) \).
ILLUSTRATION: TESTS OF ASSOCIATION FOR EXPENSIVE COVARIATES

- **Objective**: test the effect of $X$ in $f(y|x,z)$, where $X$ represents genotypes or biomarkers. See e.g. Barnett et al. (2013), and Derkach et al. (2015) for two-phase studies with uncensored responses.

- Suppose survival time $T$ has conditional density function of the form

  \[ f(t|x, z; \theta) = f_0(t|\mu(x, z); \theta) \tag{4} \]

  where $\mu(x, z) = \beta_0 + \beta'x + \gamma'z$, $f_0$ is a known function and $\theta = (\beta_0, \beta, \gamma, \sigma)$, with $\sigma$ a vector of scale or shape parameters.

  - Includes proportional hazards, accelerated failure time, proportional odds and other models.

  - We want to test $H_0 : \beta = 0$; I’ll consider semi-parametric ML.

- Let $\phi'_0(y, \Delta|\mu, \sigma) = \Delta \frac{\partial \log f_0(y|\mu, \sigma)}{\partial \mu} + (1 - \Delta) \frac{\partial \log S_0(y|\mu, \sigma)}{\partial \mu}$. Letting $\hat{\beta}_0, \hat{\gamma}, \hat{\sigma}$ be the MLEs under $H_0$ from the phase 1 data, the likelihood score statistic for testing $H_0$ when $X$ and $Z$ are independent reduces to (Derkach et
al. 2015, Lawless 2017)

\[ U = \sum_{i \in V} \phi'_0(y_i, \Delta_i | \hat{\mu}_i, \hat{\sigma})(x_i - \bar{x}) \]  

(5)

where \( \hat{\mu}_i = \hat{\beta}_0 + \hat{\gamma}'z_i \) and \( \bar{x} = \sum_{i \in V} x_i / n \).

- Note that \( \phi'_0(y_i, \Delta_i | \hat{\mu}_i, \hat{\sigma}) \) is a score residual and that the test statistic \( U \) has the same form as for a random sample \( V \).

- When \( X, Z \) are not independent (5) does not apply; for discrete \( Z \) we get

\[ U = \sum_{i \in V} r_i x_i + \sum_{i \in \bar{V}} r_i \bar{x}(z_i) \]

where \( \bar{x}(z_i) \) is the mean \( X \)-value for individuals in \( V \) with \( Z_i = z_i \).

- These tests are easily implemented for models with existing software.

- The case when \( X, Z \) are related and \( Z \) has continuous elements is more difficult. Zeng and Lin (2014) consider kernel density estimation of \( g(x|z) \) but this is not feasible when dimension(\( Z \)) exceeds 2 or 3 or when \( X \) is high-dimensional.
Illustration: ANN Breast Cancer Study (S. Bull, Y. Yilmaz)

• **Phase 1**: cohort of women, followed post treatment for over 20 years (median FU about 8.5 years).

  \[ T = \text{time to distant recurrence} \]

  \[ Z = \text{traditional prognostic factors, including lymphatic invasion (LVI)} \]

  About 85-90% censored, i.e. recurrences in 10-15% of women.

• **Phase 2**: \( X \) - Tissue microrarray measurement of protein expression

  Phase 2 sampling - stratify full cohort according to \((Y, \Delta)\) and LVI positive or negative

• Cure rate survival models have been found important, since the majority of women will never experience recurrence.

• Best sampling plan? Sample all “cases” \((\Delta_i = 1)\) and some non-cases \((\Delta_i = 0)\).
Sample simulation

- $X = I$(protein expressed); $X$ is Bin$(1,0.2)$. Covariates $Z_1, Z_2$ are Bin$(1,0.6)$ and max$(0, \text{Normal}(2.5,1))$ respectively.

- $T$ is time to recurrence, in years; $T | X, Z_1, Z_2$ is Weibull (shape = 0.5, scale = $\exp(-2(\gamma_0 + \gamma'Z + \beta'X))$). $C$ is Uniform$(5,30)$.

- Regression coefficients are chosen such that $S(10|X, Z)$ is in range 0.87 - 0.97 and $S(20|X, Z)$ is in range 0.76 - 0.94.

- Consider $N = 2000, n = 1000$. Sampling all $N_1$ individuals with $\Delta = 1$ and $n_0 = 1000 - N_1$ individuals from those with $\Delta = 0, C > 15$ years performs slightly better than randomly selecting $n_0$ non-cases.

  - With $\alpha = 0.05, \exp(\beta) = 1.5$: two-phase power ($n = 1000$) is 0.703 versus 0.734 if $X$ was available for the full cohort ($N = n = 2000$).

- Challenges in the real setting: $X$ and $Z$ are not independent, and $Z$ may include 10-20 variables.
EXTENSIONS AND DISCUSSION

- Various application scenarios: e.g. cases where $Z$ is a surrogate for $X$ (or $Y$).
  $Z$ - GWAS-based SNP genotypes (observed or imputed)
  $X$ - genotypes from fine mapping

- Gaps in methodology: high-dimensional or continuous covariates; assessment of robustness, model adequacy; predictive modeling; software.

- Design: Large literature on types of study design (e.g. case-control, case-cohort, nested case-control) under weighted estimation, but less on ML.
  - See Ding et al. (2016) for a review emphasizing PH and additive hazards models.

- More complex studies: outcomes include recurrent events and multiple event-types. For example, studies on a range of diseases and related events.

- Models are more complex; maximum likelihood is generally difficult to apply, but inverse probability-weighted pseudo likelihood is usually straightforward.
• **General life history processes:** phase 1 data $D_i$ observed over some time interval $(A_i, C_i)$ for individual $i$. Based on these $D_i$, select $n$ persons for phase 2 data collection. (Remark: vital status as a selection factor.)

• **Recurrent or multiple events:** at a given calendar time, stratify individuals in the full cohort according to number or types of events, and $Z_i$.
  - Oversampling persons with (more) events makes sense, but allowance should be made for variable lengths of followup $C_i - A_i$.
  - e.g. Cohort of persons with recurrent skin cancers (A. Whittemore).

• **Multistate models:** states $1, \ldots, K$, where $Y_i(t)$ is the state occupied at time $t$.
  - At a given time $A_i$, stratify individuals according to process history.
  - e.g. **Progression of retinopathy in a cohort with Type 1 diabetes** (Andrew Paterson; Cook and Lawless 2014): oversample persons with slow or fast progression through increasingly severe states of retinopathy.

• **Final remark:** great opportunities to base sub-studies on individuals in administrative data bases and other big data bases.
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In this talk, the term “biomarker” or “marker” refers generically to a distinct pattern of demographic, clinical, imaging, pathological, molecular or genetic data.

Prognostic biomarker - provides information about a patient’s outcome, regardless of therapy.

Predictive biomarker - provides information about the effect of a therapeutic intervention and the potential to tailor treatments to individuals based on the value of the biomarker.
Example: Companion Diagnostics for Biomarkers in NSCLC

<table>
<thead>
<tr>
<th>Companion Diagnostic</th>
<th>Approval year</th>
<th>Biomarker</th>
<th>Drug/Agent</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD-L1 IHC</td>
<td>2015</td>
<td>PD-L1</td>
<td>nivolumab</td>
</tr>
<tr>
<td>Therascreen EGFR</td>
<td>2015</td>
<td>EGFR</td>
<td>gefitinib</td>
</tr>
<tr>
<td>Ventana ALK</td>
<td>2015</td>
<td>ALK</td>
<td>crizotinib</td>
</tr>
<tr>
<td>Cobras EGFR</td>
<td>2016</td>
<td>EGFR</td>
<td>erlotinib</td>
</tr>
<tr>
<td>Ventana PD-L1</td>
<td>2016</td>
<td>PD-L1</td>
<td>ateziolizumab</td>
</tr>
<tr>
<td>Dako 22C3</td>
<td>2016</td>
<td>PD-L1</td>
<td>pembrolizumab</td>
</tr>
<tr>
<td>Ventana ALK</td>
<td>2017</td>
<td>ALK</td>
<td>ceritinib</td>
</tr>
<tr>
<td>Oncomine Dx</td>
<td>2017</td>
<td>BRAF/ROS1</td>
<td>dabrafenib/trametinib</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EGFR</td>
<td>gefitinib</td>
</tr>
</tbody>
</table>
Biomarker-Driven Clinical Trials

- Targeted design (biomarker-positive only)
- Biomarker stratified design (all comers)
- Biomarker strategy design

See Mandrekar and Sargent (2009) and Freidlin et al. (2010) for reviews.
What is “Enrichment”? 

A deliberate selection of a biased sample with a higher proportion of patients with certain characteristics (e.g., those who are marker-positive).

Why enrich?

- Efficiency (fewer patients required)
- Lower cost
Notation

- **Treatment** $D$
  $D = 1$ for experimental therapy $E$
  $D = 0$ for control therapy $C$

- **Binary marker** $M$
  $M = 1$ or $M+$ for marker positive
  $M = 0$ or $M-$ for marker negative

- **Prevalence ($\pi$) of $M+$ patients**
  $\pi = P(M = 1)$
Measures of Treatment Effects

- Treatment effect in $M+$ patients
- Treatment effect in $M-$ patients
- Overall treatment effect
- Interaction between treatment $D$ and $M$
- Difference in clinical benefit between a biomarker-guided and biomarker-unguided approach
Biomarker Stratified Design (BSD)

-assess biomarker
-M+ randomize to E or C
-1 - π
-M- randomize to E or C

π
The BSD design allows testing of treatment effects in biomarker-defined subgroups and in all patients but:

- It is inefficient if there is a low prevalence of biomarker-positive patients
- It is costly since the true biomarker status must be ascertained on all patients prior to randomization
- An excessive number of $M-$ patients, those who may have less benefit, are required to be treated
Two Possible Enrichment Strategies

- Enrichment through true biomarker $M$ (EBSD)
- Enrichment through auxiliary biomarker (variable) $\tilde{M}$ (AESBD)

An auxiliary variable is one that is:
- inexpensive to obtain relative to the true biomarker
  e.g. smoking status, histology, gender, race, routine lab tests, etc.
- positively correlated to the true biomarker
Enriched Biomarker Stratified Design (EBSDD)

\[ \kappa_1 \text{ and } \kappa_0 \text{ are the selection probability for biomarker positives and biomarker negatives into the randomized cohort.} \]
Auxiliary-Enriched Biomarker Stratified Design (AEBSD)

\[ \tilde{M}^+ \]

\[ \tilde{M}^- \]

\( \tilde{\pi} \) is the prevalence of auxiliary positives in the population; \( \tilde{\kappa}_1 \) and \( \tilde{\kappa}_0 \) are the selection probability for auxiliary positives and auxiliary negatives into the randomized cohort. The true marker \( M \) is assessed only for the randomized patients.
Auxiliary Variable for EGFR Mutation in NSCLC Patients Based on Demographic and Clinical Variables

- Sex (Females)
- Smoking history (Never)
- Ethnicity (Asian)
- Histopathology (adenocarcinoma)
- Tumor grade (well differentiated)
- Primary tumor size (< 5 cm)
- Stage (IV)
Auxiliary Variable for EGFR Mutation Based on CT Scan
Gevaert et al. (2017)
## Auxiliary Variable for EGFR Mutation Based on Plasma

**Li et al (2014)**

<table>
<thead>
<tr>
<th></th>
<th>Tumor mutation</th>
<th>Tumor wild-type</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plasma mutation</td>
<td>27</td>
<td>3</td>
<td>30</td>
</tr>
<tr>
<td>Plasma wild-type</td>
<td>29</td>
<td>62</td>
<td>91</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>56</strong></td>
<td><strong>65</strong></td>
<td><strong>121</strong></td>
</tr>
</tbody>
</table>

\[
PPV = \frac{27}{30} = 0.90, \quad NPV = \frac{62}{91} \approx 0.68, \\
\pi = \frac{56}{121} \approx 0.46, \quad \tilde{\pi} = \frac{30}{121} \approx 0.25
\]
Use the value of $\tilde{M}$ to select patients for randomization with probability $\tilde{\kappa}_1$ for $\tilde{M}+$ patients and $\tilde{\kappa}_0$ for $\tilde{M}−$ patients.

The true marker $M$ is assessed only for patients selected for randomization.

This will result in increased efficiency as well as reduced costs, including savings in the ascertainment costs of the marker $M$. 
It can be shown that

\[ PPV = \pi + \rho \sqrt{\frac{\pi(1 - \pi)\tilde{\pi}(1 - \tilde{\pi})}{\tilde{\pi}}} \]  

(1)

where \( \rho = Corr(M, \tilde{M}) \).

Thus, if \( \pi \approx \tilde{\pi} \), then \( PPV \approx \pi + \rho(1 - \pi) \)
Let $S = 1$ if selected for randomization, where

$$P(S = 1) = \tilde{\pi}\tilde{\kappa}_1 + (1 - \tilde{\pi})\tilde{\kappa}_0$$

Then, the expected number of screened patients ($n_s$) necessary to achieve a fixed number ($n$) of randomized patients is

$$n_s = \frac{n}{P(S = 1)} = \frac{n}{\tilde{\pi}\tilde{\kappa}_1 + (1 - \tilde{\pi})\tilde{\kappa}_0}$$

(2)
The enriched proportion of $M+$ patients is

$$\tilde{\pi}_e = Pr(M = 1|S = 1) = \frac{\tilde{\pi}\tilde{\kappa}_1PPV + \tilde{\kappa}_0(\pi - \tilde{\pi}PPV)}{\tilde{\pi}\tilde{\kappa}_1 + (1 - \tilde{\pi})\tilde{\kappa}_0}$$  \hspace{1cm} (3)$$

If $\tilde{\kappa}_1 = 1$, then (3) is

$$\tilde{\pi}_e = \pi + \frac{\tilde{\pi}(PPV - \pi)(1 - \tilde{\kappa}_0)}{\tilde{\pi}(1 - \tilde{\kappa}_0) + \tilde{\kappa}_0}$$ \hspace{1cm} (4)$$

$$\Rightarrow \tilde{\pi}_e \in [\pi, PPV]$$
Why We Always Choose $\tilde{\kappa}_1 = 1$

For any $\tilde{\pi}_e \in [\pi, PPV]$, we can write

$$\tilde{\pi}_e = \frac{\tilde{\pi}_{\kappa_1} PPV + \tilde{\kappa}_0 (\pi - \tilde{\pi} PPV)}{\tilde{\pi}_{\kappa_1} + (1 - \tilde{\pi}) \tilde{\kappa}_0}$$

Any pair $(\tilde{\kappa}_0, \tilde{\kappa}_1)$ satisfying $\tilde{\kappa}_0 = k \tilde{\kappa}_1$ will work, where

$$k = \frac{\tilde{\pi}(PPV - \tilde{\pi}_e)}{\tilde{\pi}(PPV - \tilde{\pi}_e) + (\tilde{\pi}_e - \pi)}$$

$\Rightarrow$

The solution that maximizes the number of randomized patients is $(k, 1)$. 
Proportional hazard model:

$$\lambda(t) = \lambda_0(t) \exp(\beta_1 M + \beta_2 D + \beta_3 MD)$$  \hspace{1cm} (5)$$

- $\lambda_0(t)$: baseline hazard function
- $M$: biomarker indicator (0 marker-negative; 1 marker-positive)
- $D$: treatment indicator (0 control; 1 experimental treatment)
- $MD$: interaction term
## Testing Different Treatment Parameters

<table>
<thead>
<tr>
<th>Case</th>
<th>$H_0$</th>
<th>v.s.</th>
<th>$H_a$</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\log \Delta_1 = 0$</td>
<td>(\log \Delta_1 \neq 0)</td>
<td></td>
<td>Treatment effect on $M^+$</td>
</tr>
<tr>
<td>2</td>
<td>$\log \Delta_{overall} = 0$</td>
<td>(\log \Delta_{overall} \neq 0)</td>
<td></td>
<td>Overall effect</td>
</tr>
<tr>
<td>3</td>
<td>$\log \Delta_I = 0$</td>
<td>(\log \Delta_I \neq 0)</td>
<td></td>
<td>Interaction effect</td>
</tr>
<tr>
<td>4</td>
<td>$\log \Delta_1 = 0$</td>
<td>(\log \Delta_1 \neq 0) (\log \Delta_I = 0)</td>
<td></td>
<td>Treatment effect on $M^+$</td>
</tr>
<tr>
<td></td>
<td>(\log \Delta_I = 0)</td>
<td>(\log \Delta_I \neq 0)</td>
<td></td>
<td>Interaction</td>
</tr>
<tr>
<td>5</td>
<td>$\log \Delta_1 = 0$</td>
<td>(\log \Delta_1 \neq 0) (\log \Delta_{overall} = 0)</td>
<td></td>
<td>Treatment effect on $M^+$</td>
</tr>
<tr>
<td></td>
<td>(\log \Delta_{overall} \neq 0)</td>
<td></td>
<td>Overall treatment effect</td>
<td></td>
</tr>
</tbody>
</table>

\[1 \log \Delta_1 = \beta_2 + \beta_3 \text{ in equation (5)}\]

\[2 \log \Delta_{overall} = \pi \log \Delta_1 + (1 - \pi) \log \Delta_0 = \beta_2 + \pi \beta_3 \text{ in equation (5)}\]

\[3 \log \Delta_I = \beta_3 \text{ in equation (5)}\]
In equation (1), the treatment effect on $M+\text{ patients is}$

\[ \log \Delta_1 = \beta_2 + \beta_3. \]

$H_0 : \log \Delta_1 = 0 \text{ vs. } H_a : \log \Delta_1 = \log \Delta_1^* \]

The power can be written as

\[ P_w = 1 - Pr \left( \left| \frac{\log \hat{\Delta}_1}{se(\log \hat{\Delta}_1)} \right| \leq z_{\alpha/2} | \log \Delta_1 = \log \Delta_1^* \right) \]

(6)

The variance of $\log \hat{\Delta}_1$ is given as (George and Desu, 1974; Schoenfeld, 1983),

\[ \text{var}(\log \hat{\Delta}_1) = \frac{1}{m_{1C}} + \frac{1}{m_{1E}} = \frac{2}{n\tilde{\pi}_e} \left( \frac{1}{p_{1C}} + \frac{1}{p_{1E}} \right) \]

(7)

where $m_{1j} = \text{number of events in treatment group } j$, $p_{1j} = \text{probability of an event in treatment group } j$
Scenario 1: Testing the Treatment Effect in M+ Patients

For the expected accrual time \( T = \frac{n_s}{a} \) and follow-up time \( \tau \), \( p_{1j} \) can be written as (George and Desu, 1974):

\[
p_{1j} = 1 - \frac{a}{n_s \lambda_{1j}} e^{-\tau \lambda_{1j}} (1 - e^{-n_s \lambda_{1j}/a}), \quad j = C, E
\]

(8)

where \( \lambda_{1j} = \) hazard function for treatment \( j \) for M+ patients

From equation (7), we need to maximize \( \tilde{\pi}_e \) to minimize the variance.

\[ \Rightarrow \text{optimal } \tilde{\pi}_e = PPV \text{ and optimal } \tilde{\kappa}_0 = 0. \]
Scenario 2: Testing the Overall Treatment Effect

- $\log \Delta_{\text{overall}} = \pi \log \Delta_1 + (1 - \pi) \log \Delta_0$ where
  $\log \Delta_1 = \beta_2 + \beta_3$ is the treatment effect on $M+$, and
  $\log \Delta_0 = \beta_2$ is the treatment effect on $M-$,

- $H_0 : \log \Delta_{\text{overall}} = 0$ v.s. $H_a : \log \Delta_{\text{overall}} = \log \Delta^*_{\text{overall}}$

- The power can be written as

$$P_W = 1 - Pr\left( \frac{|\hat{\log \Delta}_{\text{overall}}|}{se(\hat{\log \Delta}_{\text{overall}})} \leq z_{\alpha/2} | \log \Delta_{\text{overall}} = \log \Delta^*_{\text{overall}} \right) \quad (9)$$
Scenario 2: Testing the Overall Treatment Effect

- The variance of $\log \Delta_{\text{overall}}$ is

\[
\text{var}(\log \Delta_{\text{overall}}) = \pi^2 \text{var}(\log \Delta_1) + (1 - \pi)^2 \text{var}(\log \Delta_0)
\]

\[
+ 2\pi(1 - \pi) \text{cov}(\log \Delta_1, \log \Delta_0)
\]

\[
= \pi^2 \text{var}(\log \Delta_1) + (1 - \pi)^2 \text{var}(\log \Delta_0)
\]

\[
= \pi^2 \left( \frac{1}{m_{1C}} + \frac{1}{m_{1E}} \right) + (1 - \pi)^2 \left( \frac{1}{m_{0C}} + \frac{1}{m_{0E}} \right)
\]

\[
= \frac{2\pi^2}{n\tilde{\pi}_e} \left( \frac{1}{p_{1C}} + \frac{1}{p_{1E}} \right) + \frac{2(1 - \pi)^2}{n(1 - \tilde{\pi}_e)} \left( \frac{1}{p_{0C}} + \frac{1}{p_{0E}} \right)
\]

\[
\Rightarrow \text{optimal } \tilde{\pi}_e = \pi \text{ and optimal } \tilde{\kappa}_0 = 1.
\]
Scenario 3: Testing the Interaction Effect

- In expression (1), the interaction effect between treatment and biomarker is $\log \Delta_I = \beta_3$.
- $H_0 : \log \Delta_I = 0$ v.s. $H_a : \log \Delta_I = \log \Delta_I^*$
- The power can be written as

$$P_w = 1 - Pr\left( \left| \frac{\hat{\log \Delta_I}}{se(\log \Delta_I)} \right| \leq z_{\alpha/2} \mid \log \Delta_I = \log \Delta_I^* \right) \quad (11)$$

- The variance of $\hat{\log \Delta_I}$ is (Peterson and George, 1993)

$$\text{var}(\hat{\log \Delta_I}) = \frac{1}{m_{1C}} + \frac{1}{m_{1E}} + \frac{1}{m_{0C}} + \frac{1}{m_{0E}}$$

$$= \frac{2}{n\tilde{\pi}_e} \left( \frac{1}{p_{1C}} + \frac{1}{p_{1E}} \right) + \frac{2}{n(1 - \tilde{\pi}_e)} \left( \frac{1}{p_{0C}} + \frac{1}{p_{0E}} \right) \quad (12)$$
Scenario 3: Testing the Interaction Effect

- Unlike Scenarios 1 and 2, there is no simple expression for the optimal $\tilde{\kappa}_0$; a search algorithm is required.

- Let $n_3(\tilde{\kappa}_0)$ represent the required minimum number of randomized patients to achieve the specified power for testing the interaction effect.

- Search all $\tilde{\kappa}_0$s to find the optimal $\tilde{\kappa}_0$, the one yielding the minimum $n_3(\tilde{\kappa}_0)$. 
Scenario 4: Testing the Treatment Effect in $M+$ Patients and the Interaction Effect

- In Scenario 4, we jointly test the two hypotheses in Scenarios 1 ($M+$) and 3 (interaction).

- Let $n_1(\tilde{\kappa}_0)$ and $n_3(\tilde{\kappa}_0)$ represent the required minimum number of randomized patients for Scenarios 1 and 3 respectively for a given $\tilde{\kappa}_0$.

- Search all $\tilde{\kappa}_0$s to find the minimum of $\max(n_1(\tilde{\kappa}_0), n_3(\tilde{\kappa}_0))$.

- The result is the optimal $\tilde{\kappa}_0$, the one yielding the minimum required number of patients for jointly testing both hypotheses.
Scenario 5: Testing the Treatment Effect in $M+$ Patients and the Overall Treatment Effect

- The approach for Scenario 5 (testing in $M+$ and overall) is analogous to that for Scenario 4 *mutatis mutandis*.

- Let $n_1(\tilde{\kappa}_0)$ and $n_2(\tilde{\kappa}_0)$ represent the minimum required number of randomized patients for Scenarios 1 and 2 respectively for a given $\tilde{\kappa}_0$.

- Search all $\tilde{\kappa}_0$s to find the minimum of $\max(n_1(\tilde{\kappa}_0), n_2(\tilde{\kappa}_0))$, 

- The result is the optimal $\tilde{\kappa}_0$, the one yielding the minimum required number of patients for simultaneously testing both hypotheses.
Cost Comparison of AEBSD and BSD Designs

- The cost of AEBSD:

\[ C_{\text{AEBSD}} = (C_D + C_M)n_{\text{AEBSD}} + C_f T_f,_{\text{AEBSD}} + C_s n_s \]

- The cost of BSD:

\[ C_{\text{BSD}} = (C_D + C_M)n_{\text{BSD}} + C_f T_f,_{\text{BSD}} \]

- \( C_D \) the treatment cost of each patient
- \( C_M \) the cost of testing biomarker for each patient
- \( C_f \) the cost of follow up in unit time
- \( C_s \) the screening cost for each patient
- \( T_f \) Expected total follow up time

\[ \xi_{\text{patient}} = \frac{n_{\text{AEBSD}}}{n_{\text{BSD}}} \], \[ \xi_{\text{cost}} = \frac{C_{\text{AEBSD}}}{C_{\text{BSD}}} \], \[ \xi_{\text{screening}} = \frac{n_s}{n_{\text{BSD}}} \]
Numerical Example

- treatment effect in $M+$ patients: $P_{w1} = 90\%, \alpha_1 = 0.025$
- interaction effect: $P_{w2} = 90\%, \alpha_2 = 0.025$
- overall treatment effect: $P_{w3} = 90\%, \alpha_3 = 0.025$
- $\tau = 1$; $\pi = \tilde{\pi}_e = 0.05, 0.1, 0.15$;
- $C_D = 5000$, $C_f = 200$, $C_M = 1000$, $C_s = 100$;
- $\lambda_{ij} =$ hazard function for marker $i$ (0,1); treatment $j$ (C,E)
  - $\lambda_{0C} = 0.8$, $\lambda_{1C} = 1.6$, $\lambda_{1E} = 1 \Rightarrow \Delta_1 = 0.625$
  - $\lambda_{0E} = 0.7 \Rightarrow \Delta_0 = 0.875$ quantitative interaction;
  - $\lambda_{0E} = 1.1 \Rightarrow \Delta_0 = 1.375$ qualitative interaction.
Patient and Cost Ratios for Testing Treatment Effect in M+ Patients and the Interaction Effect

Under Scenario 4, for different $PPV$ and different pairs of $\pi = \tilde{\pi}_e$, (a) Patient ratio when $\Delta_0 = 0.875$; (b) Cost ratio when $\Delta_0 = 0.875$; (c) Patient ratio when $\Delta_0 = 1.375$; (d) Cost ratio when $\Delta_0 = 1.375$. 
Patient and Cost Ratios for Testing Treatment Effect in M+ Patients and Overall

Under Scenario 5, for different PPV and different pairs of $\pi = \bar{\pi}$, (a) Patient ratio when $\Delta_0 = 0.875$; (b) Cost ratio when $\Delta_0 = 0.875$; (c) Patient ratio when $\Delta_0 = 1.375$; (d) Cost ratio when $\Delta_0 = 1.375$. 
Power as a Function of the Specified PPV for Different True PPV Values

(a) Power of test of treatment effect in $M+$ patients for different true PPVs as a function of the specified PPV when $\pi = \tilde{\pi} = 0.15$; (b) Power of test of interaction effect for different true PPVs as a function of the specified PPV when $\pi = \tilde{\pi} = 0.15$
Let $PPV \sim Beta(\alpha_0, \beta_0)$ so that the initial estimate of $PPV$ is

$$PPV_0 = \frac{\alpha_0}{\alpha_0 + \beta_0}$$

Update the estimate of $PPV$ after each group of $k \tilde{M}+$ patients as

$$PPV_d = \frac{\alpha_0 + m_d}{\alpha_0 + \beta_0 + dk}$$

where $d = 1, 2, \ldots$ and

$m_d = \text{total number of the } dk \text{ patients with both } \tilde{M}+ \text{ and } M+.$

Recalculate $n, n_s, \tilde{\kappa}_0$ after each update.
Bayesian Estimate of $PPV$

![Graph showing the Bayesian Estimate of PPV](image)

The graph illustrates the Bayesian estimate of PPV as a function of $d$, with values ranging from 0.2 to 0.7 on the y-axis and $d$ ranging from 5 to 15 on the x-axis. The data points are connected by a smooth curve, indicating the trend of the PPV estimate with increasing $d$. The dashed line represents the baseline or initial estimate of PPV, showing a gradual decrease as $d$ increases.
Consider a hypothetical study of Gefitinib or Carboplatin-Paclitaxel in pulmonary adenocarcinoma in North America.

- $M$: EGFR mutation
- $\pi \approx 0.10$ in North America
- $\tilde{M}$: Predictive score considering adenocarcinomas, no history of smoking, females and Asian descent
- $\tilde{\pi} \approx 0.15$, $PPV \approx 0.60$
- $a = 10$ patients/month, $\tau = 2$ years
- Median $PFS$ for $(M, D)$ group (Mok et al. (2009)):
  - 9.8 mos in $(1,1)$
  - 2.0 mos in $(0,1)$
  - 4.7 mos in $(1,0)$
  - 5.7 mos in $(0,0)$
AEBSD Case Study: Gefitinib or Carboplatin-Paclitaxel in NSCLC

- $H_0: \log \Delta_1 = 0$ vs. $H_a: \log \Delta_1 \neq 0$ and
  - $H_0: \log \Delta_I = 0$ vs. $H_a: \log \Delta_I \neq 0$

Results:

- AEBSD: $n = 157, n_+ = 94, n_- = 63, n_s = 1047, \tilde{\pi}_e = 0.60$
- BSD: $n = 926, n_+ = 94, n_- = 832, \pi = 0.10$
- Comparison: $\hat{\xi}_{\text{patient}} = 0.17, \hat{\xi}_{\text{cost}} = 0.42, \hat{\xi}_{\text{screening}} = 1.13$
Conclusions

- Enrichment strategies can be a powerful tool to improve trial efficiency while retaining the full features of a BSD design.

- Compared to a BSD design, enrichment designs:
  - reduce the number of randomized patients
  - reduce the total trial cost

- The AEBSD design allows immediate randomization without waiting for the result of the true biomarker test

- However, enrichment designs may increase the total trial time
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