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Abstract: 
 In biomedical studies, it is often of interest to estimate how the outcome variables (either the 
efficacy outcome such as survival or risk profile of an adverse event) are related to an 
intervention and other related biomarker variable. For example, in randomized controlled 
clinical trials of bivalent human papillomavirus (HPV) vaccine, investigators are interested to 
know how miscarriage rate relates to the timing of HPV vaccination. We developed hierarchical 
Bayesian Biomarker Threshold Models to make simultaneous inference on both the cut-points 
of the biomarker variable and the magnitude of the biomarker-treatment interaction. 
Hierarchical priors are proposed and used in Markov Chain Monte Carlo for statistical inference. 
We further implement the proposed method in an R package for Biomarker Threshold Models 
(‘bhm’). Several clinical trials examples will be demonstrated how to use the ‘bhm’ package to 
analyze outcome from linear models, generalized linear models and survival models.  
  
Reading material:  

• A hierarchical Bayes model for biomarker subset effects in clinical trials 

• A Bayesian method for risk window estimation with application to HPV vaccine trial 
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• Background examples and objectives
• Methods

 Bayes model
 Markov Chain Monte Carlo (MCMC)
 Biomarker Threshold Models R package

• Simulation Studies
• Applications: 

Costa Rica Vaccine Trial (CVT) 
Prostate Cancer data with AP biomarker
Breast Cancer data with ki67 biomarker

• Summary



• Example 1: Vaccine for Cervical Cancer

The 3rd most common mortality in women worldwide

The 5th most deadliest cancer in women

529 000 new cases  and 275 000 deaths in 2008, about 
90% occurred in developing countries

527 000 new cases  and 265 000 deaths in 2016, about 
84% occurred in developing countries
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• Example 1: Vaccine for Cervical Cancer

HPV (Human Papilloma Virus) is a cause of cervical cancer

The vaccine is effective but safety have to be assessed

Pervious study showed a numerically higher (but not 
statistically significant ) miscarriage risk when vaccination 
was near to pregnancy date.

Knowledge on the potential “risk window” may have 
important public health implications. Define by I{c1<W<c2}
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• Example 2: Treatment Prostate Cancer

A clinical trial with 506 prostate cancer patients

Treatment (Z): Control and diethylstilbestrol (DES)

Biomarker (W): Serum prostatic acid phosphatase (AP) 
level affects treatment outcome (More on this late)

 Interested in finding biomarker cut-point to make clinical 
decision
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ℎ 𝑡 = ℎ0 𝑡 exp{𝛽 𝑊 ∗ 𝑍}

𝛽(𝑊) ≈ 𝐼 𝑊 > 𝑐



• Biomarker for clinical studies

Binary/Continuous/Counts/Survival outcome

Prognostic biomarker: A measurement that is 
associated with clinical outcome in the absence of 
therapy or with standard therapy.

Predictive biomarker: Biological characteristics of 
patients measured at baseline, that helps identify 
patients who are likely or not likely to benefit from 
a therapy.
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Prognostic and predictive biomarker

Is the biomarker predictive?

Is the biomarker
prognostic

No Yes

No Neither prognostic 
nor predictive

Predictive but not 
prognostic

Yes Prognostic but not 
predictive

Both prognostic and 
predictive

In biological term



Prognostic and predictive biomarker

• In statistical term: Interaction effect between treatment Z 
and a biomarker W

𝑔 𝑌 𝑍,𝑊 ~ 𝛽0 + 𝛽1𝑍 + 𝛽2𝑊 + 𝛽3𝑍𝑊

Neither prognostic nor predictive: 𝛽2 = 0, 𝛽3 = 0

 Prognostic but not predictive: 𝛽2 ≠ 0, 𝛽3 = 0

Predictive but not prognostic: 𝛽2 = 0, 𝛽3≠ 0

Both predictive and prognostic: 𝛽2≠ 0, 𝛽3 ≠ 0
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• Generalized Linear models (GLM)
 Random variable Y that takes continuous or discrete values

 Interest in conditional expectation of E(Y|X) = 𝑝(𝛽,𝑊, 𝑍)

 Linear Regression

 Logistic Regression (Y = 0, or 1)

 Poisson Regression (Y = 0, 1, 2, 3, …), E(Y|X) = 𝜆(𝛽,𝑊, 𝑍)
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𝑔 𝑌 𝑍,𝑊 = log
𝑝

1 − 𝑝
= 𝛽0 + 𝛽1𝑍 + 𝛽2𝑊 + 𝛽3𝑍𝑊

𝑔 𝑌 𝑍,𝑊 = log 𝜆 = 𝛽0 + 𝛽1𝑍 + 𝛽2𝑊 + 𝛽3𝑍𝑊

𝑔 𝑌 𝑍,𝑊 = 𝐸 𝑌 𝑍,𝑊 = 𝛽0 + 𝛽1𝑍 + 𝛽2𝑊 + 𝛽3𝑍𝑊



• Survival Analysis
 Time to failure (death) is a random variable Y > 0

 Interest in survival function S(t|W, Z) = 1 – F(t|W, Z) = P(Y>t|W, Z)

 Hazard function is define by 

𝑔 𝑡 𝑊, 𝑍 = limΔ𝑡→0
Pr{𝑡≤𝑌<𝑡+Δ𝑡|𝑊,𝑍}

Pr{ 𝑌≥𝑡|𝑊,𝑍 }
=

𝑓 𝑡 𝑊, 𝑍
𝑆(𝑡|𝑊,𝑍)

𝑆 𝑡 𝑊, 𝑍 = exp{−න
0

𝑡

𝑔 𝑠 𝑊, 𝑍 𝑑𝑠}

 Cox Proportional Hazards Model (Cox 1972)
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𝑔 𝑡|𝑊, 𝑍 = 𝑔0 𝑡 exp{𝛽1𝑍 + 𝛽2𝑊 + 𝛽3𝑍𝑊}



• Examples of biomarker (Survival outcome)

Prognostic

But no predictive

No treatment effect
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Biomarker Positive

Biomarker Negative



• Examples of biomarker (Survival outcome)

Prognostic

But no predictive

Trt benefit equally

Trt: Treatment

Ctl: Control
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Biomarker Positive, Trt

Biomarker Positive, Ctl

Biomarker Negative, Trt

Biomarker Negative, Ctl



14



• Examples of biomarker (Survival outcome)

Predictive

But no prognostic

Treatment benefit only the biomarker positive 
group but not the biomarker negative group
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Biomarker Positive, Trt

Biomarker Positive, Ctl

Biomarker Negative, Trt

Biomarker Negative, Ctl
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One more example: Prostate Cancer

AP < 46
HR = 1.1, p = 0.32

AP > 46
HR = 1.7, p = 0.01



Target: Study the interaction between 
treatment and a biomarker

Why?

Advances in biotechnology: e.g. Molecularly 
targeted drugs

Patients with different biomarker values may 
benefit differently from a treatment

Application: Personalized Medicine
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• Actionable predictive biomarker? Clinically 
useful vs Statistically significance

Idea situation: exists an obvious threshold (or a 
cut point)

Clinically useful situation: exists a potential 
threshold

Clinically not useful situation: a moderate but 
statistically significant linear relationship
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Idea
𝛽0 + {𝛽1 + 𝛽3𝐼 𝑊 ≥ 𝑐 }𝑍
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Clinically useful
𝛽0 + 𝛽(𝑊) 𝑍
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Clinically not useful
𝛽0 + (𝛽1 + 𝛽3𝑊) 𝑍
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General: multiple cut points
𝛽0 + {𝛽1 + 𝛽3𝐼 𝑐1 ≤ 𝑊 ≤ 𝑐2 }𝑍
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Whether or not there is a risk window that is associated with increased  
miscarriage risk in pregnancies following the HPV vaccination?

• Interested in estimation of the risk window! HOW?

Vaccination 
Date

The End of 
Follow-upTime

Potential 
Risk Window

Duration from HPV vaccination to 
pregnancy 

Pregnancy
Onset Date
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• To develop a Bayes model for the estimation 
of a risk window of adverse events

Construct an algorithm for parameter estimation

Evaluate the finite sample properties of the 
proposed method

Compare with existing methods

Apply the proposed Bayes model to the HPV trial
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• Estimation

Select prior distributions for c1, c2, and β
We also introduce hyper prior (q1, q2) for c1 and c2 

Find the joint posterior distributions of all parameters

Obtain the marginal distribution of each parameter 
based on the joint posterior

Compute point estimate and 95% credible interval for 
each parameter based on their respective marginal 
distribution
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The Hierarchical Bayes Model:
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Yi

pi

c1|c2 c2

Beta (2, q1 ) Beta (2, q2 )

f1(q1)

β

Normal prior

f2(q2 )



• Gibbs sampling method can be used to 
generate random samples representing the 
marginal distribution of each model 
parameter

c1 and c2: Metropolis-Hasting algorithm

β’s: Metropolis-Hasting algorithm 

q1 and q2 : Exponential distribution
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• Generate data for
– Sample size: n=2000, 4000

– Different combination of c1, c2 and β

• Simulated data were analyzed by

– Gibbs Sampling: 500 burn-in samples  + 5000 
random samples

– Replications: 500

– Examine: bias, coverage probability, and power
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• R source code are now available: We 
implemented the proposed method as a part 
of R software package for biomarker threshold 
models (the bhm package). 

• Source code from the Comprehensive R 
Archive Network (https://CRAN.Rproject.org/package=bhm). 
To install the package:

>install.packages(‘‘bhm’’)
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The most recent version of bhm package for R 
can be installed in two simple steps.

1. Load the devtools package.

library(devtools)

This package allows users to install other R packages from a wide range 
of repositories. If you do not have ‘devtools’ in your R system, invoke R 
and then type install.packages(‘‘devtools’’) to install it.

2. Install bhm package using the R command

install_github(‘‘statapps/bhm’’)
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Bayesian Model for binary data can be fitted with

where family specifies the distribution of response 
variable Y and c.n specifies number of cut points to 
be used in the model. 
Both summary(fit) and print(fit) can be used to 

summary and display the results. 
More details can be found from R command 

help(bhm).
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Fit a ki67 prognostic biomarker model 
adjusted for treatment and age
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Fit a ki67 prognostic biomarker model 
adjust for treatment and age
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Fit a ki67 predictive biomarker model 
for ki67 and treatment
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Fit a predictive biomarker model for 
ki67 and treatment, adjusted for age
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Profile likelihood method

For any given cut point c, let 
𝑊 = 𝐼(𝑏𝑖𝑜𝑚𝑎𝑟𝑘𝑒𝑟 > 𝑐)

Fit model 
𝑔 𝑌 𝑍,𝑊 ~ 𝛽0 + 𝛽1𝑍 + 𝛽2𝑊 + 𝛽3𝑍𝑊

Find maximum likelihood 

ℓ𝑝 𝑐 = ℓ(෢𝛽𝑐 , 𝑐)

Find maximum profile likelihood (෢𝛽 Ƹ𝑐 , Ƹ𝑐)
max
𝑐

ℓ𝑝 𝑐

2018/1/18 48



Profile likelihood of ki67 biomarker
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Ki67 = 2.37



Fit a ki67 predictive biomarker model 
using profile likelihood method
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Using Bootstrap method to find 
confidence interval and standard error
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Profile likelihood method
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Upload dataset to the web app for analysis

http://statapps.tk/biomarker_interaction/
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HR = 1.46
P    = 0.04

HR = 0.69
P    = 0.02

Using cut point for Ki67 that maximizes MLE of the profile likelihood



• Costa Rica Vaccine Trial (CVT) for HPV
A community-based double-blind randomized controlled 

phase III trial

• Study Population
Pregnant women from the CVT population

• Exclusion Criteria
Ongoing pregnancies at the end of the follow-up
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• Analyses
Primary analysis on 1st-pregnancy data

Confounding variables: maternal age, BMI, 
smoking status, marital status, monthly income, 
education

Model selection: Forward selection with BIC

bhm(y~riskWindow+treatment+age, family = “binomial”, 
data = cvt, c.n = 2, B = 1000, R = 5000)
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Application to prostate cancer data
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Application to prostate cancer data
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AP value = 46



• The Bayes hierarchical model is applicable to other 
research with treatment biomarker interaction

Are patients in a particular subset benefit more from the 
experimental drug?

• The Bayes model has nice finite sample properties in 
term of bias and coverage properties

• Other related research topics

 Spline smoothing and/or testing

Kernel smoothing  and /or testing (Liu, Jiang and Chen, 
2015, Statistics in Medicine)
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• United Sates National Cancer Institute

Dr. Wacholder, Dr. Hildesheim, the CVT trial team

• Compute Canada cloud computing

• Research grant

Natural Sciences and Engineering Research Council 
of Canada

Thanks you!
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